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ABSTRACT

The biological retina is a compact, real-time image processor. It performs analog

computations in parallel in depth. Such processing capabilities have so far been unat-

tainable in comparably sized man-made image processors. This thesis investigates using

VLSI technology and a three dimensional architectural approach in designing an elec-

tronic retina.

This effort involves the comparison of alternative 3D designs and the implementa-

tion of VLSI circuitry capable of low-level image processing. The 3D architectures com-

pared include a model based on the Hughes 3D computer, a model using a monolithic

wafer with multiple circuit layers, and a model using stacked wafers with fiber optic

interconnects. A conventional 2D architecture is presented for comparison/reference.

Circuits for photo detection, and spatial and temporal processing were implemented.

It was shown that using VLSI analog circuits and a 3D architecture it is feasible to fabri-

cate a real-time image processor in a coriiact package.
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A THREE DIMENSIONAL

ELECTRONIC RETINA ARCHITECTURE

CHAPTER 1

Introduction

1.1 Background

The operation of the human eye is a functional marvel. The visual system has the

highest capacity for parallel processing of all the senses. It consists of a network of hun-

dreds of successive two dimensional arrays each consisting of millions of interconnected
Cip

parallel computers. As the actual visual processing is transparent to healthy humans.

sight seems almost instantaneous [Mon82].

The retina where much of this processing takes place is the ultimate low-level image

processor. Figure 1 shows the different layers and the major components of the retina.

In the human retina, the receptors (where the image is input) consist of 125,000.000 rods

and cones. When the retina finishes its processing at the ganglion cells, there are only

1,000,000 outputs to the brain. This represents a data reduction of 125 to 1. Only that

data which carries the essence of the image is forwarded to the brain on the optic-nerve

fibers [Kab66].

Considerable research effort has been expended, and is being expendtd. on designing¢

systems which emulate functions of the human visual system. While the retina pcrforin-

1
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Figure 1-1: RETINA ARCHITECTURE
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low level processing and data compression of images seemingly instantly, digital comput-

ers cannot match this performance on comparable scenes. Furthermore, the space occu-

pied by the equipment required to do even minimal processing cannot fit in an area as

compact as the human skull. An example of the necessary digital computational power

presently required for a trivial (as far as the human visual system is concerned) iniage
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processing problem is:

A 512 pixel by 512 pixel input image delivered at 30 frames per second with 256 levels
per pixel implies a data rate of 7.86 million bytes per second. Typical low-level IU (image
understanding) algorithms currently in use require 100 to 500 operations on each pixel for
a total throughput of 786 million to 3.93 billion operations per second (BOPS)! .. These
demands have deterred the real time implementation of even the most simple M7 algo-
rithms [Weh85I.

The example illustrates the need for efficient algorithms and architectures with

higher throughput if the retina is to be emulated. Advances in Very Large Scale Integra-

tion (VLSI) and also 3D computer architectures have brought about new possibilities for

designing an electronic retina. A novel architecture which combines the power of VLSI

with the high throughput of the 3D computer is the three dimensional electronic retina.

The 3D electronic retina is a cellular architecture which stacks custom VLSI signal pro-

cessing wafers directly behind the focal plane array (FPA) in several layers (see Figure 1-

2). The cellular electronic retina provides a massively parallel architecture, quite similar

to the eye's general architecture in which processing is conducted in parallel in depth.

Furthermore, as with the eye, the 3D electronic retina processes the data smoothly and

continuously using analog circuitry.

1.2 Problem Statement

The problem is to design within the constraints of VLSI technology, a 3D electronic

retina capable of performing rudimentary preprocessing of multi-dimensional data pro-

viding spatial and temporal image information as well as data compression of the scene.

1.3 Current Literature

While there has been considerable effort in investigating the structure and functions

of the biological eye; most of the effort in image processing has concentrated on using

digital devices and processing techniques as opposed to designing structures which

1-3
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Figure 1-2: STACKED WAFER CONCEPT
(from [Deg86j)

evaluate the eye's functions in an analogous manner. As alluded to previously, this mly

have been due more to technical feasibility than desirability. In any case, while it has

yet to be proven which approach is the better, it is likely that there are applications

which are more suitable for an actual electronic eye versus a digital simulation. This

literature review uncovered research which has been done in more areas essential to the

electronic retina including work done in actual retina processing elements, 3D architec-

ture, and photosensors.

1-4



1.3.1 Electronic Retina. There have been no 3D electronic retinas designed

IN and implemented. However, Carver Mead and students at CALTECH designed and

implemented a 2D electronic retina. This design uses devices fabricated in silicon using

CMOS. Retina elements emulated in the CALTECH design are receptor cells (cones),

horizontal cells, and amacrine cells. Though not functionally complete, this rudimentary

retina is one of the first attempts at a silicon electronic retina [MeaS71.

The key approach taken in Mead's design is the use of analog circuits to process the

image data. This more closely approximates how the biological eye processes data, and

represents a departure from typical image processing techniques. His work on the elec-

tronic retina builds on work Richard Lyon did, which used the biological concept of

lateral inhibition. Lyon designed an optical mouse as an alternative to the electro-

mechanical mouse which was available at the time. The inhibition is implemented using

digital logic and performs a local area gain control based on the inhibition radius. Figure

1-3 shows a two pixel imager with mutual inhibition. The inhibition radius determines

how may pixels are in a neighborhood. For example, a pixel with an inhibition radius

that included its eight nearest neighbors would use 9 input nor gates [Lyo8l].

Another technique for fabricating an electronic retina involves charge-coupled com-

puting. Recent work at Columbia University has produced analog computers which use

charge-coupled devices (CCD's) to perform arithmetic and logic functions. By designing,

at 1.5 micron design rules, a FPA with a charge-coupled computer per pixel element it

may be possible to obtain real time image processing at high performance frame rates

(4000 Hz) with adequate resolution for many applications. Higher resolutions may be

possible at human vision rates of 100 liz by assigning more pixel elements per charge-

coupled computer, thus increasing the photo sensitive area [Fos87].

1-5
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Figure 1-3: TWO PIXEL DIGITAL INHIBITION

(from [Lyo8l])

1.3.2 3D Device Technology. A major stumbling block in designing a 3D elec-

tronic retina is the third dimension. Until recently, it was not technically feasible to

fabricate 3D devices (devices which have circuitry in the x, y, and z planes). Kataoka

and others at the Electrotechnical Laboratory in Japan are investigating a 3D architec-

ture for an artificial retina [Kat851.

The 3D architecture they are exploring is a layered silicon on insulator (SO) design.

In this process, layers of VLSI devices are fabricated on an insulator layer placed on top

of the previous finished layer of devices. Connections between the two layers are made

as necessary. This process is continued until all the layers are fabricated. The top layer

consists of the photodiodes [Kat85]. Figure 1-4 shows the general steps in the process of

fabricating a layer of devices on top of another layer of devices, and then connecting

them along the z-axis. This type of 3D architecture has very promising possibilities for

imaging devices with 3 to 5 active layers but, is very much in the research stage and is

1-6
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not expected to be feasible until the mid to late 1990's Gri84.. Major limitations involve

heat dissipation and through-hole technology.

Work at Hughes Research Laboratories has led to the successful fabrication of a 3D

computer using a unique concept which is presently feasible. The work by Jan Grinberg

Electrode SiO1

--- (s)lst layer device fabrication
P-Si substrate

- V- ----i-- c=--( CVD'SiO 2 deposition

-= = -E==r i ) 1O2 etching

epoly Si

-= (d) CVD poly Si deposition
n

aser r

_ (e) poly Si crystalization

-. I ( laser anneal)

s Mask for diffusion

(f)selective impurity diffusion
1 n

________________~Lateral connectioni , i I L 1 _ 1 P I E '
(g) 2nd layer device fabrication

Figure 1-4: 3D SOI DEVICE FABRICATION
(from KatS,5 )
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and others of Hughes Research Laboratories is the genesis of this research effort. Their

design is a Single Instruction Multiple Data (SIMD) computer that assigns one processor

per pixel element in the FPA when used for image processing. While there are some sys-

tems which presently use this massively parallel concept such as the ILLIAC IV, ILL's

DAP machine, UCL's CLIP-4, and Goodyear's MPP; the Hughes design is radically

different in that it uses VLSI to implement the processors, and the processors are arrayed

vertically in a stack of silicon wafers each of which contains an array of processor ele-

ments. This arrangement of processors reduces the average interconnect length from

0(N) to O(N') where N is the number of circuit nodes [Gri4A". Advantages of the three

dimensional architecture includes ease of programming, low power consumption, inexpen-

sive construction, and an n 2 speedup over conventional single processor architectures

operating on two dimensional data sets Gri841.

Additionally, the 3D computer offers significant space savings. A conventional com-

puter using a backplane with various circuit boards may have as little as 1% active sili-

con circuitry per total computer volume. In the 3D computer over 90% of the volume is

active silicon [Cor86].

To implement the 3D computer concept, Hughes developed a proprietary intercon-

nection design for the stacked wafers which allows a high bandwidth channel for com-

munications between wafers. The interconnection devices consist of a series of micro-

bridges which allow space between wafers to accommodate potential wafer warp while

also cutting parasitic impedance which lowers the propagation delay and power dissipa-

tion of the signal drivers GriA]I. Appendix A describes the 3D fabrication process and

details of implementation.

*1-8



1.3.3 Focal Plane Technology. Other work that has contributed to the abil-

ity to enhance image processing both conventionally and possibly with an electronic

retina are advances in imaging arrays such as Charge-Coupled Devices (CCD's) and

Charge-Injection Devices (CID's). There is a tremendous amount of literature concerning

focal plane arrays, with most recent articles concerning CCD's and CID's. A description

of these sensors and their operation is described :n the next chapter. However, it should

be noted that present focal plane array technology allows the manufacture of sensors sen-

sitive from 1A to 11,000A (soft X-ray to near infrared) [Jan87 and arrays containing

3,000,000 (1732 x 1732) detector elements [Key80].

For the older photodiode/phototransistor technology, Bergman and others have

outlined three detector types suitable for CMOS VLSI technology. These include the

lateral p+n-p-- phototransistor, the vertical p+n- photodiodes, and the lateral p-n-p-

photodiode. Each detector type has advantages and disadvantages which need to be con-

sidered in a system design. The lateral phototransistor provides large photocurrent but

has slow response time. The lateral photodiode provides high speed but has relatively

poor sensitivity. The vertical photodiode lies between the other types in regard to sensi-

tivity and response time [Ber86]. Figure 1-5 shows the three general types.

1.4 Assumptions

This study assumes a maximum vertical bus data rate of 10 MItz in the three

dimensional processor. This constraint is imposed by the impedance restrictions applica-

ble to the z-axis interconnects available with current technology. As this is approxi-

mately two orders of magnitude slower than horizontal data rates, it points to the need

for efficient partitioning of the architecture in the three available dimensions (riSt,

. Also, the availability of 512 x 512 wafer feedthrough technology in the 3D computer is

.
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assumed, as is the availability of optical systems which approximiate the retina optics.
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1.5 Scope

This thesis considers images delivered by 512 x 512 arrays of pixel elements. This

image size provides a representative example which may be extrapolated to other image

sizes as technology evolves. Additionally, color images are not addressed directly, how-

ever, they may be added to the selected architecture by modifying the preprocessor and

adding the appropriate filters in the lens system or the focal plane.

1.8 Approach

An architecture will be designed which facilitates the fabrication of an electronic

retina. Using the CALTECH 2D electronic retina cell as an electronic subcomponent,

various general architectures will be devised and capability to perform retinal functions

examined. The most promising architecture will be selected and presented in greater

detail. Emphasis will be given more to a functional capability than to a direct mapping

of the biological retina to electronic component. Also, emphasis will be placed on archi-

tectures which may be fabricated in the near term technology.

1.7 Materials and Equipment

The design of the VLSI retina architecture will be done using AFIT computer

resources and the AFIT VLSI computer aided design (CAD) software environment. All

these resources are available.

1.8 Summary

The 3D electronic retina brings together the most advanced technologies in VLSI

design and 3D computer architecture. The implementation of the 3D electronic retina

not only advances the state of the art in image processing by providing a very fast image

%.
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preprocessor, but also advances research in neural networks by providing a new 3D

hardware approach to analog problems.

1.9 Sequence of Presentation

This introductory chapter will be followed by Chapter II which describes the theory

of how the retina functions, and how it is mapped into an electro-optic design. Chapter

III will explain various 3D architecture and Chapter IV will cover the VLSI design con-

siderations. Finally, Chapter V will explore the results and provide recommendations for

further research in this area.

1-12



CHAPTER 2

Detailed Analysis of the Problem

2.1 Overview

This chapter describes the biological retina anatomy and functions prior to discuss-

ing the electro-optic design process. The two are thoroughly blended providing the basis

for designing architectures. The elements needed in the electro-optic system are

thoroughly presented as they apply to the electronic retina design.

2.2 Biological Retina

As mentioned previously, the retina is an extremely complex instrument consisting

of five major cell types (see Figure 1-1) interacting to produce imagery data for the brain

to interpret. An understanding of the function of these different cell types and how they

interact is a prerequisite for designing an electronic counterpart. Since the design only

implements the spatial and temporal aspects of retinal processing, only those functions

will be explained in detail. The retina functions which correspond to spatial and temporal

processing are excitation and inhibition. This chapter describes the anatomy of the

retina and the excitory and inhibitory functions of the retina.

2.2.1 Retina Anatomy. Figure 2-1 shows the location of the retina in the eye.

which is essentially the back lining of the eye. The retina is composed of five major cell

types: receptor cells, bipolar cells, horizontal cells, amacrine cells, and ganglion cells

Junctions where cells make connections to each other are called synapses. At the'se

synapses the communication between cells takes place by chemical or electrical

2-1
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mechanisms 'PogS71. The general throughput of the retina is along an axis starting from

,1%;, the receptor cells through the bipolar cells to the ganglion cells, after w hich the inform a-

tion is transmitted to the brain. A signal traveling along this general path is influenced

first by the horizontal cells in the outer synaptic layer (where receptor cell and top bipo-

lar cell synapses are located) and then by the amacrine cells at the inner synaptic layer

(where the ganglion cells and the other end of the bipolar cells synapses are located).

Note that light actually passes through the other four cell types before reaching the

receptor cells.

The receptors are distributed throughout the area of the retina as in Figure 2-2

except for a small area where the optic nerve connection is located. This area is a blind

spot in the eye. The rest of the area can be roughly divided into two regions, the fovea
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Figure 2-2: DISTRIBUTION OF RODS AND CONES
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and the peripheral. The fovea is that area (about .3 nim in dimeter) of highest visual

acuity and is concerned mainly with form and color data. It has approxitnatelY 2 field

? of view out of the total field of about 180 o horizontal and 60' vertical. For comparison
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purposes, the image of a full moon is about 0.2 mm on the retina. There are approxi-

mately 100,000 receptors (all cones) in the fovea and each is mapped to a corresponding

"sole user" channel in the optic nerve. The peripheral consist of the other receptors

(approximately 124.9 million) distributed in an array which becomes less dense towards

the edge of the field of view. These peripheral receptors are mapped to about 900,000

channels in the optic nerve. This necessitates a tremendous amr-unt of data reduction.

The peripheral receptors mainly deal with motion detcction in the image area not being

focused on the fovea [Kab66l.

2.2.1.1 Receptor Cells. The two types of receptor cells are rods and cones.

The distribution of the rods and cones in the retina is shown in Figure 2-2. The rods

and cones are sensitive to different spectral ranges (Figure 2-3) which overlap and thus

provide broader vision capabilities. Overall, normal human vision is generally considered

to be sensitive to wavelengths from 390 nm to 780 nm. Rods operate at lower light lev-

els providing "night" vision while cones operate at higher light levels and provide "day-

light" vision as well as color and high acuity vision. Rods are about .002 mm in diameter

and cones are about .006 mm in diameter except for in the densely packed fovea where

they are between .0015 mm and .0030 mm in diameter [Hec7>.

2.2.1.2 Bipolar Cells. The bipolar cells are the throughwavs from the outer

synapse layer to the inner synapse layer. They, are the only cell type that bridges the

two layers [Mas861. Thus a bipolar connects a receptor field to a ganglion cell. A recep-

tor field is that area consisting of receptor cells mapped to a common ganglion ccL.
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Figure 2-3: SPECTRAL SENSITIVITY OF RETINA
Dashed curve, rods; solid curve, cones; from [Bea82].

2.2.1.3 Horizontal Cells. The horizontal cells interact with receptors and

bipolar at their common synapse. As their name implies, they interact over a wide area

by spreading horizontally in the outer synapse layer [Wer731. Their primary purpose is

to modify receptor and bipolar signals in proportion to spatial and temporal light inten-

sity in surrounding receptors.

2.2.1.4 Amacrine Cells. Amacrine cells are similar to horizontal cells in that

they operate over a wide horizontal area. They interact with bipolars and ganglion cells

in the inner synapse layer. There are as many as 30 distinct types of amacrine cells, each

having a specialized function. The exact functions of the various types are not entirely

known; however, they are believed to be key factors in motion detection AIas,61.
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2.2.1.5 Ganglion Cells. The ganglion cells are the interface between the retina

and the optic nerve. There are 1 million ganglion cells corresponding to the 1 million

channels in the optic nerve. They send a continuous stream of impulses on their assigned

channel in the optic nerve. This stream of pulses varies in relation to the intensity of

light on those cells acting in its receptive field. There are different types of ganglion cells.

Some of the cells simply pass information directly from the bipolar cells into the optic

nerve. Other ganglion cells are affected by amacrine cells. These cells respond to move-

ment or changes in the scene [Wer73].

2.2.2 Retina Functions. In general, to look at an object, that object is

focused on the fovea. If the object is too large, then the eye will move, scanning the

object across the fovea. An experiment which illustrates the operation of the fovea as

compared to the peripheral is "for instance, if you concentrate on the letter "n" in the

center of the word concentrate then you will be unable to read the letters at the begin-

ning and end" [Kab66]. The letter "n" is focused on the fovea providing full detail of

form and color while the "c" and ending "e" are "blurred" because they are imaged on the

peripheral. Note, however, if the "c" or "e" were able to move in relation to the rest of

the letters, the peripheral would register this information and the "distraction" most

likely would result in that area being focused on the fovea.

Another experiment which illustrates the operation of the fovea, as well as the

different sensitivities of cones and rods, is to look at a star in the night sky. It is often

seen better by looking a little to one side of it so that the image is not focused on the

fovea where there are no rods. Recall that the rods are the receptors sensitive to low

level light.
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Only a small portion of the immense amount of data incident on the receptors

makes its way to the brain. This residual data, however, contains all the essential infor-

mation for the brain to visually analyze the environment - to learn and survive. Exactly

how the retina accomplishes its mission is not totally known, although it has been deter-

mined mutual inhibition plays a part.

2.2.2.1 Mutual Inhibition. Mutual inhibition is thought to be a method by

which the retina filters out the most essential data from the scene. This information pri-

marily concerns contours, which is the essence of any picture [Rat6l. In general, inhibi-

tion is the process where receptors effect other receptors in a given area by modifying

their response. The inhibition is not only a factor of the spatial distribution of light on

the receptor mosaic, but also of temporal changes in the light intensities on the mosaic.

The eye of the Limulus (horseshoe crab) because of its large size and simplicity has been

used to demonstrate this function (Rat611,

2.2.2.2 Spatial Processing. The horizontal cell is the means by which lateral

communication takes place between the essentially vertically oriented receptors and bipo-

lars. If a receptor is activated, it "fires" with a corresponding impulse. If, at the same

time, a neighboring receptor is activated, the two receptors' impulses interact by means

of the horizontal-bipolar-receptor synapses to reduce the impulse. The amount of

interaction is dependent upon the distance between the receptors, as the amount of

interaction reduces with distance [Rat611.

The response r, of a receptor which fires simultaneous with a receptor r2 may be

determined by the following equation:

r =e -KI, 2 (r 2 -r, 2 ) (2-1)
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where e1 is the external stimulus applied to the receptor rl, K1,2 is the coefficient of

0
inhibiting action of receptor 2 on receptor 1, and rl, is the threshold level at which

receptor 2 begins to inhibit receptor 1 [Rat6l]. Kpj and roi are the factors in the equa-

tion which take the distance between receptors into account; r,j increases with increas-

ing distance and K,, decreases with increasing distance [Rat61]. The response of r., may

be determined by appropriate substitution into Eq (2-1) resulting in:

r2 2_-K2,1 (r 1-r2 , 1 (2-2)

The inhibition does not occur between just two receptors but is a result of the

interaction of many receptors in an area. The response of a receptor may be determined

by the sum of the individual inhibiting contributions from all the receptors and is given

by the following equation:

nr .e _ E K jp , - ' ( 2 -3 )
j-1

where p = 1,2,3,...,n; and p5j [Rat61].

2.2.2.3 Temporal Processing. In addition to the spatial summation just

noted, a temporal response is elicited by changing illumination. Whenever a change

occurs, a large transitional response follows it. If the illumination increased, then an

exaggerated increased transient response occurs; if the illumination decreased then an

exaggerated decreased transient response occurs. These transient responses have an

opposite effect on the response of neighboring elements. The transients quickly settle to

the steady state level expected by the new levels of illumination Rat61I. Figure 2-4

shows the temporal response of two neighboring receptors in a Limulus. The solid dots

represent the steady state receptor and the open dots represent the changing receptor.

Note the sharp up peak resulting from increased illumination for two seconds and then
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the down peak resulting from decreased illumination. Also note the opposite effect the

transient has on a neighboring receptor under steady state conditions. These peaks are

transient and the response quickly settles to a steady state value.

2.3 Electro-optic Design

The functional blocks of an electro-optic design for a vision system are depicted in

Figure 2-5. The portions of the system design described in this report are the detectors

and the low- level retinal processing electronics. These are the parts that will implement

the biological retinal elements discussed above. However, for purposes of understanding

the complexity of the final architecture all the functional blocks will be discussed.

80 1-~

70

60 -

C50-

~4 0

- o \ 1~E 30 .I

Y 20I ~ "

10'

0 1 2 3
Time (sec)

Figure 2-1: TEPIPORAI, LFFE('T IN RETINA
(see text for explanation: from R at61')
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2.3.1 Optical subsystem. The optical subsystem consists of those functional

components (lens, mirrors and filters) which focus an image onto the detectors. The opt-

ical design is beyond the scope of this effort though assumptions have been made to use

in the calculations on the focal plane design. The biological system, which for young

adults can focus from 12 cm to infinity, is modeled by the following two parameters.

First, the iris which serves as an aperture stop in the eye varies from a diameter of 2 mm

in bright light to 8 mm in darkness, and second, the combined lens optical center of the

eye is approximately 17.1 mm in front of the retina [Hec87l.

The limit of resolution of an imaging system may be defined as:

X
(AI)mn =1.22 r -- (2-4)

where

(A) is the center-to-center separation of the images on the focal plane;

f is the focal length;

X is the light wavelength;

D is the lens diameter [Hec871.

This equation provides a simple approximation of the minimum resolution of a system,

which is the minimum separation of two images so they may be just resolved. The

detector spacing on the FPA must be related to the Al of the images to determine overall

system resolution, because the detector spatial resolution provides a minimum resolution

also. The Al must be greater than twice the detector spacing to insure adequate sam-

pling. Therefore, either the optical geometries or the detector spacing will determine

resolution.
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2.3.2 Detector Subsystem. The detector subsystem functional component is

responsible for converting incident radiation from an image into current or voltage which

may be processed by electrical circuits. The subsystem usually consists of an array of

detector elements known as pixels, and when physically located in the focal plane of an

imaging system is known as a focal plane array. The desired wavelengths to be detected

determine many of the parameters of the detector. Detectors are commercially available

for wavelengths from the ultraviolet to the far infrared [Wya87]. This discussion of

detectors concentrates on the visible range which is the range the retina operates in, but

the discussion aptly applies to any wavelength.

2.3.2.1 Detector Figures of Merit. A detector may be characterized by spec-

tral response, quantum efficiency (rq), responsivity (R), noise equivalent power (NEP), and

Detectivity (D *)

The spectral response of a photo sensor is largely material dependent. A material

that responds well to ultraviolet wavelengths may be unresponsive to infrared and vice

versa. Therefore, the system spectral response requirement will determine to a large

extent what material the photo sensor is fabricated in. Appendix B contains a norno-

gram which shows the wavelength of different electromagnetic regions as well as the rela-

tion between wavelength and photon energy (in electron volts). Photon energy m:vY I,,

computed by the equation:

E,=hv (2-5)

where

h = planks constant;

v = frequency.

'- 2-12

. ' ." ' .. . ...-. - . . -. . . .



Wavelength is related to frequency by the equation:

X=_c (2-6)

where

c = speed of light;

X = wavelength;

, =frequency 'Ros79I.

The material also determines the absorption coefficient (a). The absorption

coefficient is largely dependent on wavelength, and it determines the range of

wavelengths for which photo current may be generated (those in which the photons

become absorbed) [SzeS1. Appendix C gives the absorption coefficient for various photo

detector materials.

The quantum efficiency is the number of electron-hole pairs generated per incident

photon. An ideal detector would have a quantum efficiency of one (100%c). The follow-

ing equation describes its relationship to incident illumination:

1hV h Ip (2-7)

qPopi

where

Ip is the photo generated current;

Popi is incident optical power at some wavelength X;

q is elementary charge;

hw is the photo energy corresponding to X.

csponsiv ity. the ratio of photocurrent to the optical power, is related to quanturn

efficiency. The following define responsivity:
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R= I, ,q=IX(pm) (2-8)
RPPt /I 1.24

The responsivity increases linearly with wavelength for a given quantum efficiency

[Sze81j.

The noise equivalent power (NEP) is the amount of incident light, that would gen-

erate a photo current equal to the dark current. The dark current is shot noise (the ran-

dom fluctuation in photocurrent due to the random arrival of photons), so the NEP

determines the lowest level of light which can be measured [Ros79j. The noise equivalent

power of a 100% modulated signal is given by the following equation:

NEP=2( h,( I-)" (2-9)
Y7 q

Where

e = is the equivalent current defined by;
'U

, Iq=b+I+ 2kT
qReq

and where

Ib - Background current;

Ip = Dark current;

Req the equivalent resistance of the detector;

T = Absolute temperature;

k = boltzmann constant lSze81.

Detectivity, the most used figure of merit for infrared detectors is given by:

:D '=(2-10)

-e NEP

Where

B = the bandwidth;
'.-.-'.1
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T

A = Area of the Detector 'Sze8.

In practice the D" may reference detectors that sense radiation from either a black-

body source or monochromatic source so that should be delineated clearly. Sze recom-

mends explicitly showing the source by using D'(X,v,1) for monochromatic source and

D '(T, v, 1) for a black body source [Sze81]. The higher the detectivity, the lower the

radiation level to which a detector can respond. Hi;h detectivity is therefore desirable.

2.3.2.2 Photodiodes/Phototrasistors. Light effects all semiconductor diodes

and transistors to varying extents, which is the reason the packages which contain the

electronic devices are designed to block light. Photodiodes and phototransistors sensors

are specially designed to efficiently convert light energy to electric current, and the pack-

aging illustrates this. These devices are individually addressable and thus impose resolu-

i _tion constraints for even small arrays, because the metal address lines decrease the per-

centage of photosensitive area.

2.3.2.2.1 Photodiode. The photodiode is a P-N junction operating under reverse

bias conditions (Figure 2-6). Light striking the P-N junction generates electron-hole pairs

in the depletion area. The reverse bias sweeps the electrons away, generating current.

The size of the depletion region determines the transit time and the quantum efficiency.

A thin depletion region reduces the transit time (because there is less distance for elec-

trons to flow) while reducing the quantum efficiency (because a smaller fraction of the

incident light is absorbed). A thick d pletion region has the opposite effect. The thick-

ness of the depletion region is determined by doping levels: the higher the implant the

thinner the depletion region. Therefore, the system's purpose will determine this parai-

eter [Sze81]. Additionally, the diodes are generally kept small to n in irniz junction capa-

%
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citance.

2.3.2.2.2 Phototransistors. Phototransistors function like photodiodes but amplify

the current produced. In the phototransistor, light striking the floating base-collector

junction creates the electron-hole pairs. This turns on the transistor and an amplified

current flows from the emitter to the collector. Phototransistors typically have higher

capacitance than photodiodes so their high frequency performance is lower.

The CALTECH design takes advantage of the inherent parasitic bipolar transistor

in CMOS j%,IeaS7'. Normally a source of latchup, this device also may serve as a good

% phototransistor.

,4ZPhoton

NP

E lectron L Depletion
Flow Region

Figure 2-6: PLIOTODIODE S('IIE.IATIC
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2.3.2.3 Charge-Coupled Devices (CCD's). CCD's provide an advantage over

photodiodes/phototransistors in large arrays by solving the readout problems. CCD's do

not require individual select lines or read out wires so there is a higher percentage of pho-

tosensitive area. The CCD operates on the "bucket brigade" principle. Charge packets

are transferred from one photogate to another, under control of a series of clock pulses.

The basic concept is show in Figure 2-7. A prime concern is the transfer efficiency of the

CCD. That is, how much of the charge packet is lost moving from one well to another.

In practice, transfer efficiencies higher than 99.9% are routinely obtained SzeSi]. CCD

arrays inherently require sequential access.

2.3.2.4 Charge-Injection Devices (CID's). The CID is a hybrid between

CCD's and photodiodes. Each photo cell may be individually accessed, however, metal

lines are not necessary to accomplish this. The'efore, the pixels may be packed in dense

arrays providing a high percentage of photosensitive area. Depending on the device

design, readout of the photocell is accomplished by either measuring the charge that

flows upon injection to the substrate or by measuring the change in voltage induced

when the charge is transferred from one cell electrode to the other. Figure 2-8 shows the

operation of a row readout CID, an example of the latter method of CID readout. In

this device, the horizontal scanning register sequentially connects the array columns to

the column drive voltage. This forces the charge in each cell of the selected column to

transfer to the row electrode where the change in voltage is sampled when selected by the

vertical scanning register. At the end of the line scan, both column and row electrodes

can be driven to inject the charge into the substrate to clear the cell.
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Figure 2-7: CHARGE-COUPLED DEVICE
(from [BeysOl)

2.3.3 Electronic Subsystem. The electronic subsystem includes electronic

components which perform signal conditioning and-low-level processing on the detector

outputs. Specifically, the electronic subsystem performs the retinal functions of mutual

inhibition, spatial processing, and temporal processing. The CALTE('Il 21) electroniC

retina design is used for modeling purposes.
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2.3.3.1 Logarithmic Amplification. The retina uses a logarithmic scale to

report incident intensity [Wer73]. This helps compress the wide range of input intensi-

ties into a smaller output range for processing. Much the same way, the CALTECH

retina uses a logarithmic amplifier to compress the output current of each pixel to a vol-

tage range within CMOS voltage range.

2.3.3.2 Mutual Inhibition. In the CALTECH design mutual inhibition,

described earlier, is implemented by using a resistive array. The sensors are arrayed in a

hexagonal pattern with resistors connecting the nearest neighbors. Each pixel provides

HORIZONTAL SCAN 7IC ZE3STrE

0 10

COLUMN-I ijoH L- =

, --- " _

r r I p i RES

S-CLUMN --,., N

111-EMTON V9

Figure 2-8: OPERATION OF A CID
(from [Mic80])
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input to the resistive network, thus having an impact on all other pixels, which decreases

with distance because the value must traverse more resistors. The net effect is a spatial

average of intensity with more influence exhibited by nearby pixels. The result is a very

effective local gain control [Mea87].

The resistive network is fabricated using an array of transistors. The MOS transis-

tors are operated in the linear region to act as resistors (see Figure 2-9). There is a cer-

tain amount of fault tolerance built into this arrangement. If a pixel becomes stuck, the

current is limited so the entire system does not crash. The resistive array is analogous to

the horizontal cells in the biological retina (Mea871.

IKUNEAR\\REINSArTJRATION
SREGION • IV 4I

IV

0

V..

Figure 2-9: LINEAR REGION OF MOS TRANSISTOR
(from [Wes85l)
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2.3.3.3 Spatial Processing. Spatial processing takes place in conjunction with

mutual inhibition. The net result of spatial processing is an enhancement of contrasts.

In the CALTECH design, MOS transistors are used to form a differential amplifier. The

difference between the spatial average which was computed as described above, and the

local signal is computed. This spatial derivative is used as the signal corresponding to

the output of the bipolar cell in the retina [Mea87].

2.3.3.4 Temporal Processing. Taking the derivative with respect to time of

the output of the spatial processor provides temporal processing. Transistors are used to

implement two amplifiers and a capacitor [Mea87J. The resulting circuit performs some-

what similar to the Amacrine cell (in that motion is detected). The net effect of this pro-

cess is an edge enhancement of a moving object (see Figure 2-10). The output from this

cell is amplified and sent to a monitor for viewing, at some determined rate. In the bio-

logical retina this signal would be input to a ganglion cell, where the signal would be con-

verted to a constant amplitude, frequency varying signal.

Light Input

output (200mV/div 50nis/div)

Figure 2-10: CONTINUOUS TIME DERIVATIVE
(from [Siv87])
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2.4 Summary

This chapter presented the anatomy of the biological retina and its known func-

tions. A systematic design procedure for electro-optics was presented and related to the

biological eye. Several alternatives of photosensors were presented. The actual choice

depends on the architecture and spectrum sensitivity needed. The electronic subsystem

is the big variable. For this research effort, the subsystem is a replica of the CALTECH

design. Even though it has certain limitations, it does significantly show the possible

improvement in using analog processing elements as a data reduction technique over con-

ventional digital techniques.
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CHAPTER 3

Architectural Design

3.1 Overview

The material in the previous chapter showed the methodology and theory needed to

emulate a retina with an electro-optic design. There are several architectures which

could be used in the electro-optic design. These include varying combinations of focal

planes and electronics in 2D and 3D which may be used in an electronic retina architec-

ture. This chapter describes the system requirements and then outlines four general

architectures which may be used to satisfy the requirements. Each has various advan-

tages and disadvantages which are described. Finally, a comparison is made to select the

'O" architecture which best fits the system requirements.

3.2 System Requirements

The requirements for the electro-optic implementation of the retina are outlined in

Table 3-1. These requirements were gleaned from the information presented in Chapter

2. The objectives are the general characteristics necessary to emulate the retina. The

most important characteristics are real time proceb.isng and operati on in the vi.,ible spec-

trum.

The operating environment gives those conditions which the design must be ca pable

of handling and is the set of conditions which effect the biological retina. These include

temperature, light sources, and relative movenient between the scene and the focAl pla ii
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Table 3-1: SYSTEM REQUIREMENTS

Objectives
"V - High Resolution Imaging

- Real Time Processing
- Visible Spectrum (390 nm to 780 nm)
- Long lifetime, small size, low maintenance

Operating Environment
- Ambient Environment

- Earth atmosphere, uncontrolled, variable range
- Ambient sources (sun. moon, lights)
- Optical path: atmosphere

- Object Characteristics
- Temperature: ambient
- Shape/size difference
- Spectral response: visible

- Background Characteristics
- Terrain, atmosphere

- Overall Geometries
- Range: Variable
- Resolution: high
- Total field of view: variable

- Sensor Scene Dynamics
-Update rate: 100 Hz
-- Relative velocity: varying

Certain functions are done by higher level processors. For example, if the retina is

moving in relation to the scene, then a correction will have to be computed. High-level

processors will use the retina's relative velocity to accomplish this. Other constraints are

highly dependent on the optics. For example, the field of view, range, and resolution are

largely optics driven. The spatial separation of pixel elements contribute to this also.

There are two techniques used to provide the high throughput necessary to process

the large data arrays (512 x 512 or larger). The first approach uses massively parallel

processing. The problem, as alluded to earlier, is fitting the parallel computer into a

small space. The 3D computer provides the means to fit a highly parallel, high

throughput computer into a very small space. A 512 x 512 data path 3D computer will

fit in a 1 liter container (about the size of a coffee can). This is small enough to he con-
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sidered as useful in autonomous robots or in aero-space systems where weight and

volume are a major concern.

The other technique is to eliminate computations. This is done through the use of

analog circuitry replacing digital logic. The low-level processing algorithms used to

detect edges, motion, and contrasts are computation intensive and must be done on all

the pixels in the frame. Current algorithms require 100 to 500 mathematical operations

per pixel per image frame to perform with digital processors. These are precisely the

type operations continuously performed in the retina.

Assuming 200 operations per pixel per frame, 512 x 512 frame size, and 100 Hz

frame rate; a serial digital visual system requires 5.24 x 109 operations per second (about

5.2 BOPS) for real time processing. For images requiring 500 operations per pixel per

frame, 1.3 x 1010 operations per second (about 13 BOPS) are necessary for real time pro-

cessing. And this is only the low-level processing. Heat sensors which operate with

slower integration times are less constrained but still require significant throughput,

while high performance visual systems may operate at 1000 Hz to 10000 Hz, requiring 1

to 2 orders of magnitude higher throughput than human rates. In any case, the retina

using analog circuitry accomplishes this task. The CALTECH retina also accomplishes

low-level processing in real time using analog circuitry. Through analog circuitry the

intensive digital computations are eliminated; the low-level processed image is available

at the frame rate (assuming separate analog circuitry per pixel). The analog output may

then be converted to digital for the high-level processing necessary to analyze the image.

The high-level algorithms such as object identification may also benefit from highly

parallel processing, though not to the same extent- a-s low-level processing. The rea:s, n for

this is the data reduction which results from the low-level processing. The infornat ion

3-3



in the scene is contained in the edges and in motion, so the high-level processor only

operates on reduced data which it receives from the low-level processor.

System inputoutput constraints also need to be alleviated. As image arrays get

larger, serial data I/O becomes a major bottleneck. A 512 x 512 array at a 100 Hz frame

rate provides 26.2 M samples per second. Assuming an eight bit quantization (256 lev-

els), this results in about a 210 MHz serial data rate. Under the same assumptions a

1024 x 1024 array requires 838 MHz. Alternatively, a 512 x 512 array with 512 data

lines operates at about 410 IKHz to transfer the data. Clearly, a parallel approach to

some degree is preferable to accomplish real time processing as the array size increases.

In most systems, the number of pins and wires for I/O is limited and tradeoffs need to be

investigated. Two methods to circumnavigate this constraint include using the

feedthroughs supported by the Hughes technology, or using optical interconnects. The

Hughes technique provides additional bandwidth through parallel channels while the opt-

ical interconnect provides increased bandwidth on a single high speed (1 GHz and higher)

channel.

3.3 Alternative Architectures

Any proposed architecture must perform analog low-level processing, and provide

high throughput considering both 1/0 constraints and processing constraints. Obviously,

there are many permutations of architectures which may be devised to accomplish this.

However, four general architectures are presented which provide the basic advantages of

most permutations. Design I physically separates the focal plane and low-level processor

from the high-level processor. Design 2 uses the epitaxially grown 3D circuit technology.

Design 3 places the focal plane,'processor a-s the top wafer in the Hughes 3D computer

architecture. Finally, design 4 is a novel approach which uses fiber optic interconnects
% %.
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between stacked wafers.

For purposes of comparison, the sensor/low-level processor element from the CAL-

TECH design is used as the primitive cell in the array. This could be replaced by any

combination of pixel and analog processing cell, being careful to match area require-

ments. The primitive cell has a size of 164 x 145 microns using 3 micron feature size, or

about 72 X 70 microns in 1 micron technology with the same size sensor element. The

photosensitive area of each pixel is 675m 2 for both technologies. The 3 micron technol-

ogy, with about 3% of each cell photoactive, has very poor resolution and is inadequate

for most visual processing. The 1 micron technology with 13% photoactive area allows

for adequate low resolution processing

3.3.1 Architecture Design 1, Separate FPA. This architecture follows con-

ventional designs with the FPA on a separate chip. The FPA consists of a 512 x 512

array of primitive cells. It breaks with conventional designs as low-level processing is

done on chip with its collocated pixel in the primitive cell. Figure 3-1 depicts this archi-

tecture. Because I/O is accomplished conventionally (pins), no feedthroughs are required

in this design. The 512 x 512 array of elements (1 micron technology) uses a square area

approximately 1.5 inches on a side.

A truly conventional design would use an array of CCD's and a serial output.

However, the advantages of CCD's are not useful in this case due to the non-contiguous

nature of the pixels. As described earlier, with the use of 1 micron technology. 13%c of

the FPA is photosensitive. A pixel spacing of 40 microns provides a spatial resolution

adequate for low resolution visual purposes. A conventional CCD array would provide

higher resolution capability, however, this would necessitate separating the photosensi-

tive areas from the processing elements. The image would have to be sampled prior to
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Figure 3-1: ARCHITECTURE 1

low-level processing and shifted to the processing element array, adding a frame delay in

the whole process because the analog cells require the whole image value to work accu-

rately. Furthermore, the problem is then transformed to the more computationally com-

plex correspondence problem (determining what point in the present image frame

corresponds to what point in the previous image frame).

A major advantage of this design lies in the ability to easily replace the FPA. Since

the focal plane with its sensors is generally in a more exposed position than the proces-

sor, it is more likely to be damaged. Therefore, being able to replace a chip or wafer

FPA is more advantageous than replacing a whole FPA and processor assembly. This
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architectures allows schemes to be devised with backup FPA's feeding the same proces-

L: * cZ~ sor. Also, since the FPA is separate from the larger high-level processor it will fit in a

smaller area.

The major disadvantage lies in the necessity to transmit data off the wafer to a

high-level processor. For small array sizes this does not present a problem. However, as

array sizes become larger, 512 x 512 and up, the 1,0 becomes a major constraint.

3.3.1.1 Operation. The image is focused on the FPA where the image is

sensed and low-level processing is accomplished. The results are converted to digital

using two analog to digital converters. With a 100 Hz frame rate and a 512 x 512 array,

this results in 13.1 Mi samples per second per converter. The array is split, with half the

columns (256) going to each A/D converter. Each converter operating at approximately

13 MHz provides the required 8 bit quantization. The output of the chip consists of two

pixel streams of 8 parallel bits each. The output image is mapped into a high-level pro-

cessor at the 100 Hz rate.

3.3.2 Architecture Design 2, Monolithic 3D Fabrication. This architecture

utilizes the 3D circuit fabrication process in which a second layer of circuits is fabricated

on top of a completed layer. The top layer consists of the photo sensor array and the

"buried" circuits consist of processing elements. Figure 3-2 depicts this architecture.

N, Note that the top wafer of the 3D stack now consists of what normally would have been

two wafers. Ideally, there would be more than 2 levels of circuits and the high-level pro-

cessing could also take place on one multilevel monolithic wafer, negating the need for

stacked wafers. However, in this design with only 2 levels in the wafer, the processing

elements again are laid out in a 512 x 512 array of cells, each with its own vertical
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underlying processor cell. The result will be a near contiguous array of sensors with

90+9o photosensitive area on the FPA. This would provide extremely high resolution

similar to that achievable by CCD arrays.

Another consideration is the approximately 4 mil square feedthrough area in each of

the 512 x 512 cells of the 3D computer. Wherever a feedthrough exists, there cannot be

any electronic devices. Thus photo sensors cannot be located over feedthroughs. This

results in missing pixels, or holes in the image. If there were more monolithic circuit lev-

els available and/or the Hughes 3D structure was not used for high level processing, this

problem would not exist.

A technique which solves this problem is to start with a 3D wafer without

feedthroughs under the photo sensor array. The photo sensors and the processors are

fabricated without regard to the cell array structure of the 3D computer. The output of

each processor must be multiplexed to the periphery of the wafer, where feedthroughs

were placed, similar to design 1.

3.3.2.1 Operation. This architecture is conducive to analog processing due to

the short direct connects between pixel element and its processor. The image is focused

onto the focal plane where current is induced. The current is then directed into the pro-

cessing element directly below it by the vertical metal wires. The output of each process-

ing element is then multiplexed to the periphery where feedthroughs provide a data path

to the high-level processing wafers below (3D computer): Ideally the high-level processor

would have been epitaxially grown also, providing a base for the FPA fabrication so no

multiplexing or feedthroughs would be required. From this stand point, the whole sys-

tem from pixels to high-level output could be viewed as one wafer. However, due to yield

considerations, heat dissipation and other problems, this is not technically feansible for
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large arrays at this time.

Problems with this approach stem mainly from the 3D circuit fabrication. The cir-

cuit must be fabricated in the same material as the substrate. This limits the flexibility

of the spectrum sensitivity of the photo sensors to the substrate material. More impor-

tantly, this is a very immature technology and would result in low yield. Especially

when coupled with the 1 Mm VLSI on a wafer-scale level.

3.3.3 Architecture Design 3, Hughes 3D Computer. This architecture, as

depicted in Figure 3-3, has the processing elements and photo sensor array on the same

wafer in the focal plane. The wafer constitutes the top wafer of the 3D computer wafer

stack. The feedthroughs are absent in the central portion of the chip where a 512 x 512

array of pixel/processor cells are located. Using 1 micron technology the array uses

approximately 2.25 square inches (1.5 inches x 1.5 inches) in the center of the wafer. The

512 x 512 3D computer uses 6 inch wafers, so there is ample area on the wafer for A D

converters. The 3D computer structure is arranged in the stacks underneath this wafer.

The most suitable pixel element in this arrangement is a photo diode/transistor.

A major advantage of this design is that the technology is availability, at least in

smaller array sizes. The 512 x 512 array size still requires some development work. A

disadvantage is that the technology to fabricate the 3D computer is not public domain

3.3.3.1 Operation. The operation of this chip is similar to architecture design

1. However, the vertical bus is constrained to 10 MIlz. Therefore, the quantized samples

cannot be converted at a 13 MlIz rate as a bottleneck will develop. To perform at the 10

MHz rate, the array is partitioned in quarters. Each quarter has a dedicated 10 Milz

A/D converter. The output of each is placed on 8 vertical lines and mapped to a 512 x
"- -V.-

3-10

LAS

',]

P - V'*



512x512 ARRAY of Pixel CELLS

Stack I/O
and Control

ralir, n saertl

AID A/D A/D A/D

8 lines
per A/D

V7 32 Feedthroughs

TOP WAFER OF STACK

Figure 3-3: ARCHITECTURE 3

512 array of buffers on the next wafer down. This wafer is accessed by the high level 3D

computer consisting of the remaining wafers in the stack. The 3D computer then

operates on the data in SIMD fashion with a new image frame being supplied at 100 Hz.

With the general architecture as outlined, for slightly faster performance, a 152 Hz frame

rate could be supplied with no changes.
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3.3.4 Architecture Design 4, Optical Interconnect of Stacked Wafers. Figure
3-4 depicts this design. It consists of a wafer containing the 512 x 512 array of primitive

cells in the middle of the wafer. A GaAs chip containing a 210 MHz (to provide

bandwidth for 100 Hz frame rate with 8 bits per pixel in the array) optical interconnect

interface is attached to this wafer. There are 4 10 MHz A/D converters which feed che

optical interconnect. The optical fiber terminates at the next lower wafer in the stack,

where high-level processing is initiated. This next wafer could be a wafer in the 3D com-

puter with feedthroughs or a series of wafers with optical interconnects. The fiber cable

is routed through a hole drilled or etched in the substrate, or is routed along the wafer

edge.

Focal Plane Array

Fiber Optic Interconnect

NFigure 3-4: ARCITECTURE 4
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3.3.4.1 Operation. Similar to the other designs, the FPA is illuminated with

an image. The low-level processed image is read out at a 100 Hz frame rate. To accom-

plish this, each column is partitioned into fourths. As a column is selected, each parti-

tion unloads its cell charge in a CCD shift register. The columns are selected at a 51.2

KHz rate. The charges are linearly shifted to its corresponding AiD converter at 6.6

MHz. The outputs of the A/D converters consist of 8 bit quantization on parallel lines.

The four outputs are multiplexed through the optical interconnect at the required 210

MHz rate.

Disadvantages with this design stem from the high complexity of the hybrid design.

Different supply voltages are required as well as different interface characteristics. An

advantage is that the technology is not proprietary and thus not constrained by patents.

Also, if higher frame rates are necessary, optical interconnects can be designed in the

GHz range or multiple optical interconnects can be considered.

3.4 Comparison

The four designs outlined must be judged by how well they meet the system

requirements. Foremost, is the necessity to operate in the visible spectrum. Through the

use of silicon detector elements all the designs adequately accomplish this. Another

important point is analog processing. The eye operates in analog, and there are manN

advantages for the architecture to support this type processing, besides just direct emula-

tion. Through analog processing, real time processing, another major requirement is met.

The computing power necessary for low-level processing algorithms has been shown.

The simple analog processing circuits perform the same computations in a fraction of the

time. The output of the analog processors result in a data reduction as only the essential
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(edge/motion) image information is sent to the high level processor. Therefore. architec-

tures which best support analog processing are desirable. Furthermore, it is desirable to

take the time derivative of the scene prior to sampling so as not to lose the most impor-

tant data (the directional derivative with respect to time) in the image 'MeaS7'. All the

architectures support this.

A major consideration in the selection of an architecture is the input'output con-

straints. The retina has an extremely parallel J,'O architecture. For real time processing

this is a necessity. The CALTECH retina used serial I/O to minimize output pads and

devices. At 100 Hz rates and small array sizes, this may be adequate. However, with

large arrays I/O times are significant. The optimum design would support a sole connec-

tion from pixel to processor to output. Only architecture 2 supports this and it is not

currently feasible for large arrays.

The next best design would allow for a large percentage of the data to be transmit-

ted at a time. All the other designs provide some means to provide data at visual pro-

cessing rates. Each has advantages and disadvantages. Unlike design 2, all are based on

a common primitive cell. Therefore, the differences lie mainly in the methods of IPO con-

nections. The I/O constraint is manageable for all the designs with 512 x 512 arrays.

However, the retina has 125 M receptors and a 1000 x 1000 array of outputs to the

brain. Eventually, to fully implement a retina the architecture must be capable of deal-

ing with scaled up data rates corresponding to the larger array size and still fit in a small

package. The 3D computer offers a compact unit to provide the high-level processing.

However, using optical interconnects between stacked wafers could also provide a similar

compact computer, though more complex. Designs using conventional interconnects will

not be feasible for these large arrays, so design 1 is eliminated.
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Another important system requirement is high resolution imaging. Using 1 micron X

VLSI technology provides only low resolution capability because of the low percentage of

ph-toactive area on the FPA. The only ways to increase the percentage of photoactive

area are to increase the sensor size (thus increasing the whole cell size), or eliminate all or

some of the processing elements on the FPA allowing a higher density.

Increasing the cell size is a self defeating proposition as a major requirement is to

miniaturize the system. Eliminating the processing elements is also unacceptable (unless

they can be located vertically) as they are already at the functional minimum required to

do contrasting and motion detection. Design 2 provides the added flexibility to separate

the processing elements from the the FPA, yet remain collocated with the photodetectors

(by being positioned directly underneath). Thus, the sensor size may be increased pro-

viding a high resolution mosaic even if the underlying circuits use 3 micron technology.

3.5 Summary

The system requirements of the electronic retina necessary to emulate a biological

counterpart mainly center around real time processing of visible light in a compact pack-

age. Four architecture to implement the retina were described and compared. The fun-

damental strategy was to provide real time processing capability on two dimensional

images. Maximum parallel I/O, very high speed serial I/O, or some combination of the

two and maximum parallel processing is required to achieve this. The use of the 3D com-

puter provides the maximum parallel processing capability. The 3D epitaxial circuit

fabrication provides the closest approximation to the retina. Unfortunately, it will not

be feasible for large array sizes for some time. The 3D computer with a top FPA is the

next best approximation. However, using optical interconnects or a separate FPA pro-

vides the same functionality.
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This leads to a paradox as to which architecture is the best to use now. Is it better

to have a large array with low resolution in a compact package (design 3 and 4) or to

have a small array with high resolution in a compact package (monolithic design)? The

answer is the latter. Also, it may well be the case that large arrays in 3 micron technol-

ogy are feasible in the monolithic structure before large 1 micron arrays can be reliably

implemented in the other architectures.

-l' o
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CHAPTER 4

VLSI Implementation

4.1 Overview

The previous chapter outlined four architectures and evaluated their ability to meet

system requirements. The results of the comparison dictates a two pronged approach

providing an evolution path to the best retina architecture presented - the monolithic 3D

design. The initial architecture uses the 3D computer architecture in which the top

wafer (FPA) contains the photosensors and low-level processing elements. This design is

presently achievable, at least in 128 x 128 array size. The final architecture will use the

cells developed in the first design but will separate the detectors from the processors and

implement them in a 3D monolithic wafer. This chapter describes the.VLSI implementa-

tion of the initial architecture. The monolithic implementation follows from this with

the exception of different detector cells. A separate detector cell is implemented for use

in the final design.

The architecture follows the general architecture of the eye, with the parallel analog

processing and a data reduction prior to high-level processing. Figure 4-1 shows the data

flow in the architecture (both initial and final designs). The architectural difference

between the two is the focal plane design where one has all the circuits on one plane: the

other has two levels of circuits. Table 4-1 outlines the electronic retina characteristics of

the initial architecture.
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Figure 4-1: DATA FLOW IN THE 3D ARCHITECTURE

Table 4-1: 3D ELECTRONIC RETINA CHARACTERISTICS

Technology CMOS

Packaging 3D Wafer Stack

Size 1 liter
Clock rate 10 MvHz
Power Consumption 30 Watts

4.2 Design Rules

The design uses 3 micron p-well CMOS technology and lambda based (X=1.5pon)

design rules. The resulting design is scalable to smaller feature sizes to provide increased

density and therefore higher resolution.
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4.3 2D Implementation

The 2D implementation concerns the X-Y plane circuits on the wafer. The 2D cells

implemented here are a CALTECH cell and a stand alone photodiode. The CALTECH

cell is used in the initial design. The photodiode is an example of a detector which may

be used on the top level of the monolithic architecture. The second level of circuits

would be the CALTECH cell without the phototransistor. The other major cell type

used is the 10 MHz analog to digital converter. This is a common implementation and

nothing is special about it.

4.3.1 Retina Primitive Cell. The primitive cell (CALTECH cell), as previ-

ously described, consists of 4 major elements: phototransistor, logarithmic amplifier, time

differentiator, and a spatial averager. A single cell CIF plot is shown in Figure 4-2. Fig-

ure 4-3 is a layout map corresponding to Figure 4-2 showing the relative position of the

various elements in the design. The cells are laid out in a 512 x 512 hexagonal array to

form the FPA. Figure 4-4 is a CIF plot of a sample array showing the hexagonal rela-

tionship of pixels.

The single cell has been fabricated to test for performance parameters. Five probe

pads were positioned at various points in the cell to expedite thorough evaluation with a

variety of input conditions. Figure 4-5 shows the cell with the probe pads inserted. The

numbers on the lines correspond to pins on the package. Table 4-2 gives the pin

definitions.

The differential amp number 2 bias (pin 7) controls the rate at which the the capa-

citor in Figure 4-6 charges. The bias on pin 9 controls the entire differential amplifier

function. The readout select enables the sense amp and selects a row value to output on
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Figure 4-3: ELEMENT LOCATION

the column line. The direct output pin allows sampling of the cell output prior to the

sense amp for testing purposes. Pins 14 and 15 provide the bias to operate the resistive

network in the linear region. Pins 13 and 16-18 provide the means to directly read the

resistor net value as well as put in various values to evaluate the spatial averaging func-

tion. Finally, pin 20 is the column readout where the cell value is directed to the analog

to digital converter.

The differential circuit as shown in Figure 4-6 provides a continuous time derivative

by comparing the present pixel value to some prior value. The prior value is a charge

stored on the capacitor. If there is a difference between the two then there is either a

positive or negative output change represented by a spike in the waveform graphed over

time. This represents motion in the image at that particular point. Since the
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comparison is made with the spatial average (from the resistive network), motion is only

detected in those areas which have high contrast (edges). Therefore, unless the resistive

network is disabled, the output represents moving edges in the field of view. Also, if

there is no motion, or the motion is such that a continuous edge is moving through the

pixel, there is no output.

Figure 4-7 is a CIF plot of the bipolar phototransistor with the logarithmic

_ amplifier separated from the rest of the cell. This cell was implemented to evaluate the

luminance efficiency and the log voltage characteristics. There are 7 probe points to pro-

vide maximum testing capabilities. Only GND (pin 19) has been hardwired to this dev-
I'.
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Table 4-2: PIN ASSIGNMENTS

Pin Number Function

1 Substrate
7 V bias (Differential amp no. 2)
8 GND (log amp)
9 V bias (Differentiation control)

10 Readout select
11 Vdd
12 Direct Output
13 Resistor net total value
14 V bias resistors (p transistors)
15 V bias resistors (n transistors)
16 Local neighbor resistor input
17 Local neighbor resistor input
18 Local neighbor resistor input
19 GND
20 Output Column

Figure 4-6: DIFFERENTIAL CELL DIAGRAM

ice. The purpose of the logarithmic amplifier is to compress the output current of the

phototransistor into a voltage range compatible with the CMOS devices in the

differentiator and resistor network.

4.3.2 Control Circuitry. The control c: uitry consists of Vdd, Gnd, and -1

Voltage bias lines (see Table -1-2 and Figure -1-1). Three of the bias lines are in polysili-

con and run the length of the array in 512 columns, so that every cell has access to the
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Figure 4-7: PHOTOTRANSISTOR AND LOG AMP

three lines. The other bias (differential amp number 2) is supplied in second metal which

also has 512 columns the length of the array.

Vdd and Gnd are supplied to each cell by second metal which runs parallel to the

long polysilicon lines. The second metal also provides a light shield to the non-

photosensor active elements.

4.3.3 Input/Output. Each cell has a sense amp which is operated by a second

metal select line. For a 100 Hlz frame rate, this line is clocked at 51.2 1Kz (512 row

values times 100 frames per second). The output of the circuit is connected to a clocked

multiplexor which feeds the cell output to an A/D converter. Since the columns are

4-9



logically partitioned in quarters, each quarter is routed to one of four A/D converters.

Each column of the quarter is routed to the converter controlled by a 6.6 MHz (51.2 KHz

x 128 columns) clocked shift register. The output of the converters are routed to

feedthroughs. Figure 4-8 shows the I/O scheme.

4.3.4 Photodiode. Several photodiodes were fabricated to evaluate for use in

the final monolithic design. The designs are similar to the vertical pn diode fabricated at

the Jet Propulsion Laboratory, California Institute of Technology so as to be compatible

with the MOSIS fabrication facility (see [Ber86]).

N x N Array
(Hex Layout)

i. ...~ .... 

Column out/mux Bow

A/D Vias to
Lower Wafer

Figure 4-8: FPA I/O SCHEMATIC
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Figure 4-9 is a CIF plot of a 15pm square photodiode. This was fabricated both

with overglass and without for comparison purposes. The devices are not connected to

pins but have probe pads for Vdd and output connections. Figure 4-10 is a CIF plot of a

photodiode connected to an output driver. There is a variable load transistor to allow

evaluation of a switching point. The device uses pin 24 for Vdd and pin 5 for GNID. Pin

2 is the variable load voltage and pin 28 is the sensor output. Additionally, a photo-

diode similar to Figure 4-10 was fabricated but with a fixed 9 to 1 load transistor. This

transistor uses Vdd and GND as above but pin 6 for the output.

M: P . .. .

Figure 4-9: PHOTODIODE
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In the monolithic architecture, a photodiode as above but larger (30gum square)

would take the place of the phototransistor in the previously discussed primitive cell.

The output would be vertical through a via in the substrate. The primitive cell minus

the pixel detector would be located directly below.

Figure 4-10: PHOTODIODE WITH DRJVER
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4.4 3D Implementation

The details of how the 2D sensor array operates has been given. The 3D architec-

ture allows signals to run in the vertical direction. Since the focal plane wafer is the top

wafer of the stack it must get commands and provide output on the vertical bus. Figure

4-11 shows the basic theory of the 3D architecture.

4.4.1 3D Control Circuitry. These are the counterparts to the 2D circuits.

The 3D architecture has control and wafer address lines running vertically through all

the wafers. The bottom wafer in the stack (in this 3D implementation) is a special 1/0

wafer providing all external connections to the stack. In the monolithic design, the con-

trol lines terminate at the lower level of circuits and do not reach the top level where the

photodiodes are. As explained in Appendix A, the number of control lines can equal the

FPA,

32 Pxe I

N x N Da B Control and
ddress bus

1/0 Wafer

Figure 4-11: 3D ARCHITECTURE
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number of rows or columns or their sum in the array because the control lines are actu-

ally fabricated by extending the array size. Therefore, a 512 x 512 3D computer can

actually have 512, or even 1024 control lines if desired.

4.4.2 Input/Output. Every wafer except the FPA has a 512 x 512 data bus

capability in addition to the control and addressing bus detailed above. The FPA wafer

has the control and addressing bus but the data bus only consists of four 8 bit lines.

These lines are separate from the other stack data bus. Stack I/O is provided by the

I/O wafer at the bottom of the stack.

4.5 Summary

This chapter described the implementation of several devices used in the 3D elec-

tronic retina (any of the proposed architectures). These devices were design to facilitate

testing and evaluation of the various functions in preparation of implementing a full

scale model retina. Furthermore, photosensor devices were implemented that can be used

in fabricating a monolithic 3D design.

The 3D routing architecture was also described. While the first full scale model

may be implemented in 2D, the 3D routing constraints need to be anticipated to insure

compatibility. This chapter provided the implementation details required to fabricate a

fullscale electronic retina in any of the described architectures in Chapter 3.
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CHAPTER 5

Results

5.1 Overview

The previous chapters described the mapping of the biological retina to an electro-

optic design. System requirements were outlined and four different architectures were

evaluated to determine the best overall in meeting those requirements. The key process-

ing components were implemented and their functions explained. The material in this

chapter concludes the research and discusses recommendations.

5.2 Results

The 3D architecture offers many benefits to the application of the electronic retina.

The use of analog circuitry to perform the low level processing provides a means to speed

up processing while reducing I/O requirements because of the data reduction. The com-

bination of the 3D architecture with the analog low-level processing provides a system

with the capability to provide real-time image processing in compact dimensions.

Qualitative information from other research efforts was used to a large extent. The

photodetectors and processing cells implemented in this effort arrived in the eleventh

hour and were not extensively tested. However, the testing accomplished thus far shows

that the primitive cell is functional. The phototransistor current varies from the picoam-

pere range to the microampere range with increasing light intensity. A commercial

(Hamamatsu S1337-66BR photodiode) was used as an expedient to validate the test

setup and estimate light intensity levels in lieu of a calibrated light source.
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5.3 Conclusions

There is still much to be learned about the functioning of the biological retina.

However, recent advances in the areas of 3D device fabrication and VLSI have provided

the means to implement, at least to a limited degree, what is known about the function

of the retina. Ideally, perfection of 3D circuit fabrication technique" will allow for devices

to be arrayed vertically so the electronic retina will come even closer to the true retina

architecture. Presently the 3D architecture available does allow a close approximation.

Also as devices become more miniature, higher densities will be attainable.

It should be explicitly noted that the emulation of a retina in architecture and func-

tion is not done just for the sake of copying a biological system. Many years of evolu-

tion does not guarantee that a biological entity is in fact the best design because of the

unique constraining factors of a biological organism and the associated complex environ-

mental factors related to survival. However, as has been amply illustrated, the analog

functions and the 3D architecture does in this case provide a sensible model providing

superior image processing capabilities for many applications compared to contemporary

designs.

The 3D approach is a viable and sensible approach to emulating the biological

retina due to the simularity in architecture. The main constraint in implementing a

total retina and harnessing the full capability of the architecture stems from not knowing

how the retina functions.

5.4 Recommendations

This effort represents another step towards building a 3D electronic retina. Ba<sed

on advanced concepts in neural networks and advances in VLSI and 3D architectures, the
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3D electronic retina will provide a compact, real-time, low-level image processor.

The work should be continued by extensive testing of the implemented cells. A full

scale array should be implemented. Refinements such as color capability and advanced

motion discernablity can be applied.
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APPENDIX A

Hughes 3D Computer Fabrication Technology

A.1 Introduction

This appendix outlines the basic methods and techniques used by Hughes to fabri-

cate a 3-D computer. In addition to using conventional computer fabrication technolo-

gies, the Hughes 3-D computer fabrication required the development of new technologies

to allow for the third axis of communication. These new technologies are feedthrough

technology, microbridge technology, and 3-D assembly technology [Cor86].

A.2 Description

The concept of the Hughes 3-D computer involves the stacking of two or more

wafers with a large number of z-axis channels between them (Figure A-1). Each wafer

has an N x N array of circuits which are designed using normal wafer scale integration

techniques (within the necessary design constraints to allow for the z-axis channels), with

each element of the array associated with a unique z-axis channel.

In actuality, an additional M z-axis channels are provided for system control, sys-

tem clocks, and power. If the array is extended by either one row or column, M = N,

providing N system ines in a N x N + 1 array. The array could just as easily have been

extended in both dimensions providing 2N system lines. For clarity and simplicity, all

vertical channels are assumed to be included in the N x N array providing N2 z-axis

channels. Feedthrough technology provides the means by which the z-axis channels are

formed, the microbridge technology provides the means by which the wafers :,1,. intercon-
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Figure A-i: STACKED WAFER CONCEPT
(from Cor861)

nected vertically, and the Hughes 3-D assembly technology provides the means to hold

the wafers together as an entity.

A.3 Feedthrough Technology

As previously stated, the feedthroughs provide channels through the wafer. These

feedthroughs must oe bi-directional and fast. Hughes has found the most suitable

method of fabricating feedthroughs is thermomigration technology [Cor861. The

feedthrough resistance is typically between 25 and 30 ohms. The basic advantages of

this technology include:

0 Extremely short processing time. The migration rate of an aluminum droplet in
silicon at 1150' C is -1 mil/min. A typical wafer needs only a few tens of
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minutes.

* Large aspect ratio. The lower limit of the area occupied by the bus line is
determined mainly by the resistivity of the doped path. An aspect ratio of 10:1
is typical.

Clean-room processing. Thermomigration is performed in an inert atmosphere
with RF heating. The process conforms to the most stringent requirements of
clean-room processing of silicon devices. The high yield of the process has al-
ready been demonstrated.

* Low-resistivity bus lines. The solid solubility of aluminum in silicon at 11000
C is 2 x 1019 cm-3. Assuming a bulk hole mobility of 100 cm2//V-s, the result-
ing resistivity will be ...

P= 1 =3.1×X 10 3  f2 -cm .P=q1VA tpp

" Integrity of silicon substrate. Other alternatives (such as etching holes through
the silicon wafer and metallizing the hole walls) are complicated and would
weaken the substrate [Cor861.

"Thermomigration is the phenomenon of a liquid zone (in the" form of a droplet, a

sheet, or a rod) migrating in a solid along a thermal gradient" 'Cor86]. Figure A-2 shows

the migration of a liquid droplet through a solid. The forward edge of the droplet is

warmer than the trailing edge forming a thermal gradient. Because the solubility of a

solid in a liquid increases with temperature, the concentration of dissolved solid atoms is

higher at the forward edge of the droplet than at the trailing edge, producing a concen-

tration gradient of the dissolved solid through the droplet [Cor86]. "This concentration

gradient, in turn, generates a diffusion" flux of dissolved solid atoms from the front to

the rear interface [J in Figure A-2] of the droplet" [Cor86'. The presence of the diffusion

flux causes the hot forward edge to dissolve more solid particles to replace the dissolved

particles solidifying at the colder rear edge. Starting with an n-type silicon substrate, the

dissolved aluminum atoms dope the redeposited silicon as p-type.

Figure A-3 illustrates how the feedthroughs are fabricated. The process starts with

a silicon wafer about 5 to 6 mils thicker than standard. An approximately 10 mil thick
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Figure A-2: THERMOMIGRATION
(from [CorS6l)

layer of pure aluminum is deposited on this wafer. Using standard photolithography

techniques and either a wet chemical or dry plasma etching process, portions of the

aluminum layer are etched away leaving an array of aluminum dots on the wafer surface.

Each dot represents the desired location of a channel [Cor86].

The wafer is then placed in a reactor specially designed and constructed to facilitate

the thermomigration process. Upon completion of the thermomigration process, the

wafer is lapped and polished on top and bottom which decreases the wafer thickness to

standard size. Th? wafer is identical to standard wafers except for the presence of ar N

x N array of feedthroughs (channels through the wafer from top to bottom) 'Cor86'.

A
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Figure A-3: FEEDTHROUGH FABRICATION
(from [Cor86])

A.4 Microbridge Technology

The microbridges provide the means to connect the feedthroughs of the stacked

wafers allowing for an N x N array of vertical channels through the entire stack of

wafers. Hughes developed this unique technology to provide fast wire-like performance,

small size, and high reliability, while allowing for possible wVafer warping.. The
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microbridge may be likened to a spring contact.

The microbridge is pictured in Figure A-4. Figure A-5 illustrates how the micro-

bridges of adjacent wafers make contact at 90 degree angles. Because the springs make

contact at right angles, this allows for a large possible misalignment of wafers when they

are stacked. Additionally, the height of the microbridge allows for a significant amount

of wafer warp while still providing a good contact. The spacers between wafers maintain

wafer separation at 2 mils. Thus when the microbridges make contact they will flex

approximately 16 microns ensuring a good contact.

The microbridge is fabricated by vacuum evaporation. Initially, a 10 micron thick

spacer is evaporated or electroplated onto the substrate (Figure A-6a). Next, the spring

contact is evaporated on top of the spacer (Figure A-6b). Also at this time, an outer

coating of solder is vacuum deposited on the contact. When the spacer is etched away

(Figure 6c) the microbridge is left. Upon assembly of a wafer stack, they are heated to

the melting point of the solder providing a fused connection [Cor86].

BRIDGE

WIDTH 3",i

THICKNESS 0.5 mil
HEIGHT 15Mil

Figure A-4: A NIICROBRIDGE CLOSEUP
(from [Cor861)
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Figure A-5: WAFER INTERCONNECTION
(from [Cor86])
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Figure A-6: MICROBRIDGE FABRICATION
(from [Cor86])

A.5 3-D Assembly Technology

P The assembly of the 3-D computer provides for the following requirements:

* Wafers aligned with respect to one another with a precision better than the in-

terconnect size
' Distance between wafers defined better than the interconnect compliance range

• Mechanical stability and rigidity adequate to prevent separation of or damage
to the interconnects

* Thermal conductance sufficient to carry the heat generated by the stack circuits

to the outside surface for dissipation

* Environmental protection
* Data I/O and power [Gor86].

Figure A-7 details the Hughes 3-D assembly. Two metal tabs are aligned and bonded to

each wafer. The tabs have a precision hole on them. The wafers are aligned by sliding

them onto the precision pins which are part of the assembly housing. After all the

Iwafers are stacked and tested, they are heated to the melting point of the solder to fuse

the microbridges together. After all the wafers have been stacked on the precision pins.

ithe top plate is aligned on the precision pins and screwed down tightly. The top and/A78

. . . . .. . .
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Figure A-7: 3D ASSEMBLY
(from [Cor86])
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bottom plates made of stainless steel make an effective housing holding the wafer stack

together [Cor86].

The stack I/O is accomplished through an edge connector using a replicator plane

wafer. Specially designed I/O wafers can be fabricated to suit a given system require-

ment. Additionally, the stack controller is presently a separate microprocessor driven

computer. Future designs will eventually incorporate an in-stack wafer scale system con-

troller.

The above described apparatus has been thoroughly tested using 2 inch wafers.

Due to the different thermal expansion coefficients of stainless steel and silicon, as well as

possible heat dissipation problems, modifications to this procedure may be necessary for

larger wafers [Cor86].

A.8 Summary

The basic 3-D computer fabrication technologies developed by Hughes allows for the

fabrication of reliable and powerful 3-D computers. As these technologies are refined

they will allow for larger wafer size and thus larger array sizes leading to more powerful

computers.

A-10
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APPENDIX B

Electromagnetic Spectrum

This appendix contains a figure showing the relationship between wavelength, fre-

quency, and photon energy. It also provides an easy means of conversion between them.
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APPENDIX C

Absorption Coefficients

This appendix contains a figure showing the absorption coefficients of various dete c-

tor materials.
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The biological retina is a compact, real-time image processor. It performs analog

computations in parallel in depth. Such processing capabilities have so far been unat-

tainable in comparably sized man-made image processors. This thesis investigates using

VLSI technology and a three dimensional architectural approach in designing an elec-

tronic retina.

This effort involves the comparison of alternative 3D designs and the implementa-

tion of VLSI circuitry capable of low-level image processing. The 31) architectures coin-

pared include a model based on the Hughes 3D computer, a model using a monolithic

wafer with multiple circuit layers, and a model using stacked wafers with fiber optic

interconnects. A conventional 2D architecture is presented for comparison/reference.

Circuits for photo detection, and spatial and temporal processing were implemented.

It was shown that using VLSI analog circuits and a 3D architecture it is fea.sible to fabr)-

cate a real-time image processor in a compact package.
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